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Absorbing state, 44
Age specific failure rate, 11-12
Algorithm for minimal cut sets, 127,

Allocation, 4
Alternate designs, 6
Alternating renewal process, 80
Analytical modelling, 5
Antithetic variables, 224
Approximation for non-Markovian
model, 198

Asynchronous method, 214
Availability,

steady state, 3, 221

time specific, 2, 69, 220
Average values, 87

Block schematic diagram, 109
Boole’s inequality, 118, 119
Box and Muller mzthod, 219

Central limit theorem, 223
Central moment, 16
Change out time, 173, 179

Chapman-Kolmogorov equation, 35, ~

49
Characteristic function, 17-18
Closed communicating class, 39
Coefficient of excess, 17
Coefficient of skewness, 17
Complex transition rates, 207-10
Conditions of mergeability, 135-41
Confidence interval, 222-3
Connected sub network, 116
Continuous parameter Markov chains,
48-61, 177
dishonest process, 49
equilibrium probability
distribution, 53
first passage time, 57
forward equations, 51
honest process, 49

Kolmogorov differential equation,
52
mean cycle time, 61
mean duration, 60 .
mean time to first failure; 57, 59
time homogenous, 49
transient behaviour, 52
transition rate, 51
Continuous random variable, 8-9
Continuous state, 170
Control variates, 224
Correlation coefficient, 15
Countable set, 7
Countably infinite, 7
Covariance, 15
Crammer’s rule, 227
Cut set, 116
Cut set approach for frequency, 120-5
Cut set manipulation of probabilities,
119
Cut set methods, 119
Cyclic set, 39

Data collection, 5 .
Decomposition approach, 91, 106-7
Denumerable set, 7
Dependent failures, 91
Device of stages, 179-195
derivation of characteristics, 181
determination of parameters, 180-
91
selection of stage combinations,
179-80
Diagonal matrix, 45
Discrete random variable, 7-8
Dishonest process, 49

Eigenvalue, 41-3, 71

Eigenvectors, 41-3, 71

Equilibrium alternating renewal
process, 80

Equilibrium distribution, 39-40, 53
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Equivalent transition rate, 87, 135

Ergodic set, 39

Estimation of reliability measures,

220-21

Events, 8

Event space, 91

Expectation, 13 .

Exponential distribution, 22-5
distribution of residual life time, 24
random sampling, 208

Factors of influence method, 4
Failure modes and effects analysis,
90, 109, 213
Failure modes, effects and criticality
analysis, 5, 90
Fatigue failures, 31
Final value theorem, 21
Finite set, 7
First passage time, 44-5, 57
Fixed interval method, 214
Fluctuating environment, 144-5
Force of mortality, 11-12
Forward equation, 51, 68
Fractional duration, 2, 69, 71-2, 221
Frequency
interval, 70, 72
steady state, 3, 74
time specific, 66, 67
Frequency balance, 96
Frequency balance equation, 101
Frequency balancing approach or
technique, 48, 63-79, 225
Frequency equilibrium, independent
components, 78-9
Functional diagram, 89
Fundamental matrix, 45

Gamma distribution, 31, 183
Gamma function, 30

Gauss elimination, 133
Gauss-Jordan method, 133, 227

Hazard function, 11-12
Honest process, 49

Incomplete gamma distribution, 32
Independent components, 206-7
Initial moment, 16

Initial value theorem, 21
Interconnected power systems, 106

Interstate transition rate, 63-6

Interval frequency, 2, 70, 72, 221

Inverse of probability distribution
method, 216-17

Jacobian matrix, 194, 242-3

Key component, 106
Kolmogorov differential equation, 52

Laplace transform, 20

Large systems, problem areas, 132-4
Law of large numbers, 13

Logic diagram, 109

Lognormal distribution, 28-9, 195

Maintainable systems, 89
Markov chains, 36-48, 177
absorbing state, 44
closed communicating class, 39
cyclic or periodic, 39
diagonal matrix, 45
equilibrium distribution, 39-40
ergodic set, 39
first passage time, 44-5
fundamental matrix, 45
mean time to first failure, 44, 57,
59
steady state probabilities, 40
stochastic matrix, 37
time specific behaviour, 41
transient set, 39
transition matrix, 37
Mathematical model, 211, 212
Mean cycle time, 3, 61, 75, 84, 221
Mean duration, 3, 60, 75
Mean first passage time, 3
Mean passage time, 3
Mergeability, 88
conditions of, 135-41
Method of supplementary variables,
165-76
Mixture of Erlangian distributions,
187
hazard function of, 230-3
moments of, 239-40
Modified renewal process, 85
Moments, 16-17
Moment generating function, 1.8-20
Moments of stage combinations, 239-
41

Monte Carlo technique, 222
Multiplicative congruential method,

Network method (approach), 91, 109-
29

Network reduction procedure, 110-11
Newton-Raphson method, 192, 194-5
Next event method, 214
Non-maintained systems, 89
Non-Markovian systems, 164
Non-singular coefficient matrix, 227
Normal distribution, 25-28

random sampling of, 219-20

Operational methods, 19-22

Parallel systems, 103-4

m/n parallel, 104-5

paraliel redundant, 103
Path, 116
Physical diagram, 109
Poisson distribution, 24
Possibility space, 7
Probability density function, 10-11
Probability distributions, 22-33
Probability generating function, 20
Probability laws, 9-12
Probability mass function, 10
Proportionate allocation technique,

215-16

Pseudo random numbers, 213
Pumping system, 7

Random number generation, 212
Random sampling, 214-20
Random variables, 8-9
Reliability, 2

Reliability block diagram, 109
Reliability, planning, 1
Reliability program, 1
Reliability program elements, 1
Reliability report, 6

Renewal density, 84-5

Renewal theory, 80

Residual life time, 81

Sample space or sample description
space, 7

Semi-Markov process, 176-9

Sensitivity analysis, 211

Sequential truncation, 154, 158

Index 247

Series stages in series with distinctive
stage, 189-91
hazard function of, 232-4
moments of, 240-1
Series stages in series with two parallel
stages, 191, 234-9
moments of, 241-2
Series system, 97-102
dependent case, 99-100
independent case, 97-8
with spare, 100-102
Similar familiar technique, 4
Simple path, 116
Simpson’s rule, 199
Simulation, 5, 211
Simulation model, 213
Simultaneous linear equations, 227-9
Skew coefficient, 17
Special distributions, 22-33
Special Erlangian distribution, 32, 183
moments of, 239
random sampling of, 218-19
Stages in parallel, 185-8
Stages in series, 182-5
Standard deviation, 14
Standard normal distribution, 26
State space, 91
State space approach, 91
State space truncation, 151-3
State transition diagram, 91
Stochastic matrix, 37
Stochastic processes, 33-6
indexing parameter, 33
parameter space,.33
probability distribution, 35-6
realization of, 34
Stratification, 224
Survivor function, 11
Synchronous timing method, 214
System, 89
description of, 89-90
System reliability, 2
guantitative measures, 2
reference indices, 2

t-distribution, 222

Testing, 5

Tie set, 117

Tie set manipulation of probabilities,
117-18

Tie set methods, 116
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Time homogenous Markov process,
49

Time specific availability, 2

Time specific behaviour of Markov
chains, 41

Time specific frequency, 66-7

Timing controls, 214

Transform methods, 17-22

Transient behaviour, 52

Transient set, 39

Transition matrix, 37

" Transition rates, 51, 63-6

Triangular distribution function, 217

Truncated normal distribution, 27

Two series stages in parallel, 187

hazard function of, 230-3
moments of, 239-40
Two state Markov process, 54

Uncountable or uncountably infinite,
8

Uniform probability density function,
217

Variance, 14
Variance reducing techniques, 223-4
Vertex state, 120

Waiting time, 177
Weibull distribution, 30-1



